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Abstract
In advancing research works for automating sign language using machine learning, and promoting
communication access for sign language users and the general public, this work developed a Convo-
lutional Neural Networks model, with the Sign Language MINST dataset obtained from Kaggle, to
generate text from sign language dataset. The experiment result yielded 96% accuracy, and this result

was further strengthened using a confusion matrix.

1. Introduction

This project is aimed at understanding image-
to-text generation and will attempt to apply the
techniques in setting the foundation for research
work on sign language-to-text generation. Learn-
ing to communicate clearly in writing has never
been easier for some traditional sign language
users who mainly rely on visual clues to commu-
nicate with the world around them.! This study
intends to extend further the work done? in an
attempt to compare and understand existing text-
to-image applications, and how further work may
improve converting sign language-to-text using
machine learning, and help sign language users
improve communication mastery.

1.1. Aim of the Project:

- To detect sign language images and translate
to text

- To get better results compared to past works

using CNN with Relu, SoftMax, and Adam func-
tions.

1.2. Scope of the Project:

- The scope of this project is limited to utiliz-
ing Sign MINST dataset to translate text to sign
language and test the accuracy of the model using
test dataset.

2. Related Works

Most research work already done in explor-
ing sign language under machine learning is in
translating sign language to speech, text-to-sign
language, and video using avatars, hand gesture
recognition, and camera. Very little work has
been done in translating sign language to text.
This work intends to use the popular available
Sign Language MINST dataset to translate signs
to text. Also, most research works in this domain
have employed different machine learning algo-
rithms without focusing on improving a particu-
lar algorithm that provides the most accurate and
reliable result. There is a need to define a stan-
dard algorithm for future work in sign language
advancement using machine learning.

In exploring an efficient approach to translat-
ing Indian Sign Language using Machine Learn-
ing,® an automated real-time system that trans-
lates English words to Indian Sign Language and
vice versa was implemented using Neural Net-
work Classifiers, and Google Speech Recognition
API. Our work explores available dataset and does
not need to employ hardware for dataset collec-
tion.

Using Support Vector Machine algorithm,
Jiang, et al* developed a real-time vision-based
static hand gesture recognition system for sign
language. Hand signs data was fed to the sys-
tem using a USB camera connected to a computer.
Two other works that may seem related based on
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the hardware used include an automatic interpre-
tation using Artificial Neural Networks (ANN)
and Leap Motion Controller’ that employed an
optical hand tracking hardware to feed the algo-
rithm with data captured from a person signing
words in real-time. Similarly,® also used hand ges-
ture recognition and feature extraction and classi-
fied the real-time data using K-Nearest Neighbor
(KNN) to implement a sign language learning sys-
tem based on 2D image sampling.

There are other works that employed Con-
volutional Neural Network (CNN), such as Hy-
pertuned deep CNN for sign language recogni-
tion’ to recognize 24 alphabets obtained from an
MNIST sign language database, and a real-time
sign language recognition system using learning
CNN® with the difference being the latter com-
bined CNN with Tensorflow and Keras libraries
in Python. Another model employed CNN and an
android application to capture real-time sign lan-
guage gestures for testing the model that has been
trained using sign language dataset obtained from
Kaggle. This work also used the sign language
MINST dataset to further work in this domain.
Our work is different by varying the hyperparam-
eters and using a different number of epochs to
obtain our result.

The most recent works in text-to-image gen-
eration, which inspired this work in translating
sign language to text, used Generative Adversar-
ial Networks (GANs). One such popular work
generates images from text using transformers.’
Relatedly, Text2Sign,!® is another unique work,
which in addition to applying GANSs, used Neural
Machine Translation (NMT) to produce sign lan-
guage. GANs are known to be difficult to train due
to the unstable nature of the training process and
are sensitive to the choice of hyper-parameters,'!
and used the PHOENIX14T sign language trans-
lation dataset designed for weather forecast. Cam-
goz, et al'? also used the PHOENIX14T dataset
for their model of transformer-based joint end-to-
end architecture for sign language recognition and
translation.

The work that is most related to what we are
trying to do was a sign language translation that
is bi-directional.!* To translate text to sign lan-
guage and sign-to-text, an online translation sys-
tem that is commonly used to translate languages

was used. Similarly, to translate sign language to
text, data gloves and Microsoft Kinect sensor was
used. The scope of this work, however, is limited
to utilizing available datasets to translate sign lan-
guage to text. This methodology choice is due to
the limited timeframe allocated for this work as a
semester course assignment, including having no
access to the required hardware needed for captur-
ing real-time sign language to generate dataset.

3. Dataset Description

This work explores Generative Adversarial
Networks to create a CNN model using Sign Lan-
guage MNIST dataset from Kaggle,'* to generate
alphabet texts from sign language. The dataset has
27455 train sets, and 7172 test sets of 785 columns
respectively. We normalized the dataset, then al-
located 20 percent for testing. This left us with
21964 samples for training, and 5491 samples for
testing. Our labels consist of 0-25 alphabets (A-
7)), of which letters J and Z were missing from the
original dataset.

4. Our CNN Model

The model we used is a fully connected CNN
layers with features like SoftMax, Relu, and

Adam.

Our model used channels 32, 64, 128, and 512
to maximize and create compact images, and with
regularized dropout rate Of 0.25, dense: 25 soft-
max, and dataset reshaped into (28, 28, 1).

Input

Input

dilation_rate=2

This gave us the following trainable parame-
ters:
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Layer (type) Output Shape Para
‘comvzd_15 (ComvzD)  (Nome, 26, 26, 32) 320
max pooling2d 15 (MaxPoolin (None, 13, 13, 32) o
g2m)

dropout 20 (Dropout) {Hone, 13, 13, 32) ]
convdd 16 (ConwviD) {Hone, 11, 11, &4) 1849
max_pooling2d_16 (MaxPoolin (None, 5, 5, 64) o
g2n)

dropout_21 (Dropout) ({Hone, 5, 5, 64) a
convid 17 (ConviD) {Hone, 3, 3, 128) Tigs
max pooling2d 17 (MaxPoolin (None, 1, 1, 12E8) ]
g20)

dropout 22 (Dropout) {Mone, 1, 1, 128) ]
flatten 5 (Flattemn) {Hone, 128) a
dense 10 (Dense) {Hone, 512) a6Eda
dropout 23 (Dropout) {Hone, 512) a
denge 11 (Dense) {Hone, 25) 1282

Total params: 171,54
Trainable params: 171,545
Hon-trainable params: 0

5. Results

Results obtained from the CNN have given
an appreciable performance in the classification

and generation of sign language images from the Analyzing the model, we obtained the
alphabet labels. The average accuracy score of  following training and validation results:
the model is around 96%, which can be further Accuracy
improved by turning the hyperparameter values. 19
Considering the importance of improving training
with more data, if the training is done with more 08
than 50 epochs, the accuracy can be higher than 06 |
96%, and a loss of approximately 4%. '
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Below are some predicted results obtained:
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Finally, we implemented a normalized confu-
sion matrix to explore some cases missed by the

model, as shown below.
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The result shows that our CNN model has

given 100% accuracy in class label prediction for

10 classes, and the least predicted class is about

88% accuracy.

6. Conclusion, Challenge and Future Work

This work used the Convolutional Neural Net-
works algorithm to develop a model for translat-
ing sign language datasets to text. Our result is
96% accurate and the outcome shows that ma-
chine learning algorithms from deep learning will
substantially accelerate the automation of sign
language and improve communication between
the hearing impaired and the general public.

The main challenge faced in this work is the
lack of access to required hardware tools for cap-
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turing and translating real-time signed data and
the limited time needed to perform advanced re-
search in this domain. Another major challenge
observed with CNN research with sign language is
the limited availability of datasets in comparison
to other research domains. Further study in this
niche could be the production of a video-based
sign language public dataset to support motion-
based text-to-sign language generation.
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